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7 University of Valle, Cali, Colombia

8 Federal University of Goiás, Goiânia, Brazil
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Abstract. With the advent of 3D printing and additive manufacturing
of dental devices, IntraOral scanners (IOS) have gained wide adoption
in dental practices and allowed for efficient workflows in clinical settings.
Accurate automatic identification of dental landmarks in IOS is required
to aid dental researchers and clinicians to plan and assess tooth posi-
tion for crown restorations, orthodontics movements, and/or implant den-
tistry. In this paper, we present a new algorithm for Automatic Landmark
Identification on IntraOralScans (ALIIOS), that combines image process-
ing, image segmentation, and machine learning approaches to automat-
ically and accurately identify commonly used landmarks on IOSs. Four
hundred and five digital dental models were pre-processed by 3 clini-
cian experts to manually annotate 5 landmarks on each dental crown in
the upper and lower arches. Our approach uses the PyTorch3D render-
ing engine to capture 2D views of the dental arches from different view-
points as well as the target 3D patches at the location of the landmarks.
The ALIIOS algorithm synthesizes these 3D patches with a U-Net and
allows accurate placement of the landmarks on the surface of each dental
crown. Our results, after cross-validation, show an average distance error
between the prediction and the clinicians’ landmarks of 0.43 ± 0.28 mm
and 0.45 ± 0.28 mm for respectively lower and upper occlusal landmarks,
and 0.62 ± 0.28 mm for lower and upper cervical landmarks. There was on
average a 5% error of landmarks more than 1.5 mm away from the clin-
icians’ landmarks, due to errors in landmark nomenclature or improper
segmentation. In conclusion, we present and validate a novel algorithm for
accurate automated landmark identification on intraoral scans to increase
efficiency and facilitate quantitative assessments in clinical practice.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
Y. Chen et al. (Eds.): CLIP 2022, LNCS 13746, pp. 32–42, 2023.
https://doi.org/10.1007/978-3-031-23179-7_4
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1 Introduction

Digital dental models are obtained by Intraoral scans (IOS are widely used in
dentistry). Even if many practices still lack this technology, conventional plas-
ter models are now digitized as services provided by laboratories, to plan the
proper placement of the dental crowns, tooth movement [3], fabrication of den-
tal restorations [2], monitoring and maintaining periodontal health, attaining
stable treatment outcomes, and the occlusal function [11]. IOSs are detailed
3D surface mesh models of the upper and lower dentition that allow clinicians
to accurately evaluate the clinical crown position in three dimensions without
radiation exposure to the patient [1]. Time efficiency increased patient comfort,
and data fusion options within a computer-aided design and manufacturing tech-
nologies increasingly used in dentistry are among the multiple advantages of IOS
systems [5]. Given that intraoral scanning and digitization of tooth geometries
is a fundamental step in the dental digital workflow, the accuracy of measure-
ments in IOS must be evaluated critically. Dentists need to segment each tooth
in the IOS and annotate the corresponding anatomical landmarks to analyze,
rearrange and/or restore tooth position. Manual performance of these tasks is
time-consuming and prone to inconsistency. There is a clinical need to develop
fully automatic methods instead of manual operation. The development of an
artificial intelligence tool for landmark localization of dental crown surfaces is
challenging, mainly due to variability of the anatomical structures of different
teeth, abnormal, disarranged, and/or missing teeth for some patients. Compared
with the individual tooth segmentation and labeling, the localization of anatomi-
cal landmarks is typically more sensitive to the variable shape appearance of each
patient’s teeth, as each tooth’s landmarks are just small points encoding local
geometric details. Facing this challenge, in this paper, we present an algorithm
for Automatic Landmark Identification on IntraOralScans (ALIIOS) to predict
3 occlusal landmarks and 2 cervical landmarks on the upper and lower dental
arches in a total of 140 landmarks, based on the segmentation of precise patch
locations. In the following sections, we describe the materials, briefly review the
most relevant related work, describe the study datasets, the proposed algorithm
with the training and testing steps, and the results.

2 Related Work

Landmark localization remains a crucial task in both computer vision and
medical imaging analysis, and the computer vision community has collectively
attempted numerous approaches to address this task. Occlusion-net [7] imple-
ments an approach that encourages occlusions, where a camera can only view
one side of an object (left or right, front, or back), and part of the object is
outside the field of view. The framework then predicts 2D and 3D locations of
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occlusal key points for objects, in a largely self-supervised manner, using an
off-the-shelf detector as input that is trained only on visible key point annota-
tions. Then a graph encoder network explicitly classifies invisible edges, and a
graph decoder network corrects the occluded key point locations from the initial
detector. Another method uses a heatmap regression-based landmark localiza-
tion on IOS datasets [10]. It incorporates the spatial configuration of anatomical
landmarks at the region of interest of individual teeth to improve the robust-
ness of the regression. Other approaches for IOS processing have determined
the IOS orientation, then used the local maxima in the vertical direction for
an initial approximation of the landmarks, followed by an extraction of surface
gradient and curvature information to identify the shape and boundaries of each
tooth. [9].

3 Method

3.1 Data

The dataset consisted of four hundred and five IOSs of the upper and lower dental
arches acquired at 2 clinical centers: Universidad Corporación para Estudios en la
Salud (CES) in Medellin Colombia and University of Michigan. These scans were
acquired using 3Shape Trios and iTero R© intraoral scanners. The scanners utilize
ultrafast optical sectioning and confocal microscopy to generate 3D images from
multiple 2D images with an accuracy of 6.9 ± 0.9 µm. The dataset was composed
of individual anatomic shapes, patients could present one or more missing teeth
and a third molar and dental appliances (braces). For each IOS, 70 maxillary
dental landmarks were placed by 3 experienced clinicians on each arch, using
the markups module in 3D Slicer 4.11 [6]. For each IOS, we recovered important
information useful for the training steps and included the vertices, faces of the
mesh, label of each face (or the positions of the landmarks), and the normal
vector for each vertex.

3.2 Pre-processing

The IOSs were pre-processed using an open-source tool in 3D Slicer 4.11 [6],
DentalModelSeg [4], to segment and assign the universal numbering to each
tooth respectively. The scan pre-processing allowed the selection of each tooth
to predict landmark placement (Fig. 1).
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Fig. 1. IOS pre-processing A. IOS acquired using iTero R© or 3Shape scanners B. Seg-
mentation of the dental crowns with the two open-source tools: DentalModelSeg and
Universal Labelling [4] to segment and assign the universal numbering.

3.3 Rendering 2D Views

We used PyTorch3D framework that allows fast 3D data representation and
batching, i.e., there are no intermediate pre-processing steps on the input meshes.
This library was used to perform end-to-end training by rendering images of the
IOS meshes that are fed to the ALIIOS convolutional neural network (CNN).
PyTorch3D renderers are designed to be modular, extensible, and ready to per-
form gradient computation. The renderers are based on two principles:

– Rasterizer: The rasterization consists of projecting a 3D object on a 2D
image. It uses a camera such as the FoVPerspectiveCamera which was used
following the OpenGL convention for perspective and orthographic cameras.
This camera is by default in the NDC coordinate system, which is a nor-
malized coordinate system that confines in a volume the rendered part of
the object/scene. In this work, we used 224×224 pixels images with a 120o

FOV which allowed us to take perfect 2D views of the target area. As well as
the image, the rasterizer outputs a look-up table that links each pixel on the
rendered image to a corresponding face on the mesh.

– Shaders: The shaders are used to apply texturing/shading/blending on the
rasterized images. It needs a light source as well as textures on the meshes. In
this work, to generate the input images, we placed a light source in front of the
3D model, and used the normal at each vertex (encoded in RGB components)
as the texture of the mesh. The mesh renderer is a Pytorch3D “HardPhong-
Shading” shader.

3.4 Training

We trained a residual U-Net [8] architecture from Monai, with 4 down-sampling
steps and 4 up-samplings, kernel 3× 3 and stride 2, with an increasing number of
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features starting at 64 up to 512. This implementation used residual units dur-
ing training. The objective of ALIIOS is to segment patches on the tooth surface
around the landmark defined by the clinicians. To do that, we first centered and
scaled the meshes to be in a unit sphere. We trained one model to identify land-
marks in the upper and one model for the lower arch. Using the universal label-
ing for each crown, [4] we moved the cameras tooth by tooth, located the region
of interest and rendered the surface of the crown. Each camera was placed on a
sphere with a defined radius and the camera was oriented to look at the center of
the tooth (this view is determined by taking the average of all coordinates of the
tooth’s vertex). Depending on the position of the landmarks, the cameras’ posi-
tions will be different (top views of the crowns for occlusal landmarks and side
views of the crowns for cervical landmarks) to make predictions. For all views, we
rendered 2D RGB images (normal vectors encoded in RGB components) and a
depth map as a fourth channel. These images are then fed to the ALIIOS U-Net
(Fig. 2 A). These depth maps were grayscale representations of the distance of the
faces to the cameras. For the ground truth, we used the pix-to-face lookup table to
retrieve the corresponding labeled images of uniform patches with unique colors
for each type of landmark (Fig. 2 B). We used DiceCEloss to compare similarities
between the output and the ground truth and the ADAM optimization algorithm
for stochastic gradient descent. The learning rate was 1e−4, with a batch size of
ten for the occlusal landmarks and a batch size of one for the cervical landmarks.
To train each model, 6 GB of the GPU was used and the training took an aver-
age of 5 h. The training was done on a workstation with 2 NVIDIA Corporation
GP102 [TITAN Xp] graphic cards, Intel R© CoreTM i7-8700K CPU @ 3.70 GHz ×
12 processors, and 2 TB disk capacity.

Fig. 2. A.U-Net input images. B.U-Net output patches. C.Identification of the surface
meshes vertices using the U-Net output.
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3.5 Prediction

To predict the landmarks on an IOS, after the segmentation with universal label-
ing, we moved the cameras to adequate positions. The 2D images generated by
the renderer were set as input of the ALIIOS U-Net. To improve accuracy, post-
processing steps were applied to the output to clean the pixels of the patches
incorrectly placed on adjacent teeth. Only the faces that belong to the target
tooth remained. Using the “pix to face” function on the segmented patches, we
identified the faces corresponding to each pixel of the patches. For each patch
color, we collected all the corresponding faces and averaged all vertices coordi-
nates to find an approximated position. The final predicted landmark position
was identified as the closest point to the approximated point on the mesh surface,
saved as a fiducial list that contains all the landmarks.

4 Results

To test the performance of the ALIIOS approach in our entire dataset, we per-
formed a 5-fold cross-validation, each time using a different 20% portion of the
available data as a test set that was not included in the training. A fiducial list
was generated with the predicted positions of the landmarks in about 1 min. To
compute the prediction accuracy, we compared the distance between the clini-
cians’ landmarks and the predicted landmarks. The clinically acceptable distance
range that landmark prediction should not exceed is 1 mm. Figure 3 shows the
average accuracy for each tooth in the lower jaw. Table 1 summarizes the accu-
racy of each different model. A violin plot of each type of model is presented
below in Fig. 4 to 7.

Table 1. Accuracy results table for occlusal and cervical landmarks on lower and upper
arches

Upper Lower

Occlusal 0.45 ± 0.28 mm 0.43 ± 0.28 mm

Cervical 0.62 ± 0.28 mm 0.62 ± 0.28 mm
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Fig. 3. Comparison between manual landmarks and predicted on the lower arch. The
red spheres represent the clinician’s landmarks (manual) and the green spheres are
the ones predicted by ALIIOS. The diagram displays the average error (mm) for each
landmark. (Color figure online)

Fig. 4. Accuracy for the lower occlusal landmarks.
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Fig. 5. Accuracy for the upper occlusal landmarks.

Fig. 6. Accuracy for the lower cervical landmarks.

Fig. 7. Accuracy for the upper cervical landmarks.

Landmark name description: The first letter represents upper or lower. The
second character represents left or right. Then the tooth number and finally
the landmark type. In Fig. 4 and 5, each tooth has, from left to right, occlusal,
mesial buccal, and distal buccal landmarks. In Fig. 6 and 7,“CL” stands for
cervical langual and “CB” stands for cervical buccal.
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5 Discussion

This paper presents the ALIIOS algorithm, a novel method for robust and accu-
rate automatic landmark identification on IOS. The ALIIOS approach is more
precise (Table 1 and Fig. 3) and outperforms previously published approaches:
the accuracy of the landmarks predicted with the iMeshSegNet+PointNet-Reg
algorithm was 0.597 ± 0.761 mm [10], and the automatic landmark recognition
(ALR) algorithm was 0.389 mm [9]. A potential limitation of the ALR approach
proposed by Woodsend et al. [9] is that it is based on the local maxima, detecting
only landmarks in the tips of the cusp. The ALIIOS approach is also more flexi-
ble and allows for variability in positioning the cameras according to the location
and clinical needs to place landmarks. Furthermore, the ALIIOS method is time
efficient, as it takes less than one minute to predict all the landmarks on each
dental in comparison to manual landmark placement which is time-consuming
and prone to inconsistencies. To facilitate its use by clinicians and researchers in
dentistry, the ALIIOS tool has been deployed as a 3D Slicer extension [6] and the
open-source code is available on Github (https://github.com/baptistebaquero/
ALIDDM.git). The ALIIOS intuitive interface allows users to predict occlusal or
cervical landmarks on the selected tooth. Additionally, to allow users to auto-
matically compute measurements between the ALIIOS landmarks, the work in
progress will be to implement another Slicer extension called AQ3DC (Auto-
matic Quantification 3D Components). AQ3DC automatically computes lists of
measurements selected by users for a single case or a whole study sample, at one
or more time points. This user-friendly tool aims to decrease users’ time for the
extraction of quantitative image analysis features. The AQ3DC implementation
is aimed at the automatic computation of 3D components of the directionality of
distances (Anteroposterior, Right/Left, Supeoinferior) between points, point to
line, the midpoint between two points, or angles (Pitch, Roll, and Yaw), which
can be further extended to any type of desired computation/quantitative image
analysis. The design of the user interface is currently aimed at the quantifi-
cation of craniofacial dental, skeletal and soft tissue structures. The ALIIOS
tool has been developed as part of a learning health system in dentistry that
integrates root canal surface meshes to IOS dental crowns toward detecting the
tooth long axes that is clinically relevant for restorations, implant placement,
and tooth movement [4] (Fig. 8). The present study lays the groundwork for
machine learning approaches that synthesize crown information for quantitative
assessments. Future studies will utilize multi-modality merging and annotation
of cone-beam CT and IOS scans for challenging craniofacial applications that
require both imaging modalities.
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Fig. 8. Proposed future work: Segmentation of root canal and prediction of the tooth
long axis.

6 Conclusion

We developed and validated a novel ALIIOS algorithm to automatically identify
teeth landmarks on IOS. Our algorithm is optimized using Monai and PyTorch
libraries. The ALIIOS predicts the location of landmark patches and identifies
the final precise landmark position following post-processing steps. Our method
has a precision of 0.43 ± 0.28 mm and 0.45 ± 0.28 mm for respectively lower and
upper occlusal landmarks, and 0.62± 0.28 mm for lower and upper cervical land-
marks. Overall, these findings demonstrate the clinical application of ALIIOS to
more automated quantitative 3D imaging assessments in dental research and
practice.
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Abstract
Objective: To present and validate an open- source fully automated landmark place-
ment (ALICBCT) tool for cone- beam computed tomography scans.
Materials and Methods: One hundred and forty- three large and medium field of view 
cone- beam computed tomography (CBCT) were used to train and test a novel ap-
proach, called ALICBCT that reformulates landmark detection as a classification prob-
lem through a virtual agent placed inside volumetric images. The landmark agents 
were trained to navigate in a multi- scale volumetric space to reach the estimated land-
mark position. The agent movements decision relies on a combination of DenseNet 
feature network and fully connected layers. For each CBCT, 32 ground truth landmark 
positions were identified by 2 clinician experts. After validation of the 32 landmarks, 
new models were trained to identify a total of 119 landmarks that are commonly used 
in clinical studies for the quantification of changes in bone morphology and tooth 
position.
Results: Our method achieved a high accuracy with an average of 1.54 ± 0.87 mm 
error for the 32 landmark positions with rare failures, taking an average of 4.2 second 
computation time to identify each landmark in one large 3D- CBCT scan using a con-
ventional GPU.
Conclusion: The ALICBCT algorithm is a robust automatic identification tool that has 
been deployed for clinical and research use as an extension in the 3D Slicer platform 
allowing continuous updates for increased precision.
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1  |  INTRODUC TION

As artificial intelligence (AI) technology is evolving and being ad-
opted in clinical practice and new workflows, the greatest challenges 
are to evaluate and monitor the agility, stability, adaptability and ro-
bustness of AI algorithms, towards ensuring clinical quality and pa-
tient safety. The best practices for AI infrastructure include clinical 
imaging data access and security, integration across platforms and 
domains, clinical translation and delivery, and a culture of inclusive 
participation and continuous updates. However, the rapid increase 
in the number of commercially available algorithms and the variety 
of ways in which each algorithm can affect clinical workflows adds 
complexity to the AI implementation process.1,2

The accurate anatomical landmark localization for medical imag-
ing data is a challenging problem due to the frequent ambiguity of 
their appearance and the rich variability of the anatomical structures. 
Landmark detection represents a prerequisite for medical image anal-
ysis. It supports entire clinical workflows from diagnosis,3 treatment 
planning,4 intervention, follow- up of anatomical changes, or disease 
conditions,5 and simulations.6 Landmark identification may serve as 
initialization to other algorithms such as segmentation algorithms,7 
or image- to- image registration.8,9 Most of the available solutions for 
landmark detection rely on machine learning,10– 12 however, previous 
methods have been proposed for other image modalities and have 
not been validated for Cone- beam computed tomography (CBCT) 
scans with various imaging acquisition protocols to lower radiation 
dose in dentistry. Other approaches for landmark identification rely 
on sub- optimal search strategies, i.e., exhaustive scanning,11,12 one- 
shot displacement estimation,13,14 or end- to- end image mapping 
techniques.15,16 In many cases, these methods can lead to false- 
positive detection results and excessively high computation times.

The application of AI technology for the automatic landmark 
identification in CBCT can help to promote precise and more ef-
ficient landmark location in different craniofacial structures of in-
terest for oral research and clinical aspects.2 In the present study, 
the landmark detection task is set up as a behaviour classification 
problem for an artificial agent that navigates through the voxel grid 
of the image at different spatial resolutions. The aim of this study 
was to present and validate a new automated landmark identifica-
tion method for CBCT (ALICBCT) inspired by a deep reinforcement 
learning system (DRL) technique.

2  |  MATERIAL S AND METHODS

This secondary data analysis was approved by the Institutional 
Review Board of the University of Michigan, School of Dentistry 
(HUM00217436). The sample was composed by 143 de- identified 
CBCT scans of patients acquired in 6 different University Centers 
(University of Michigan -  School of Dentistry, University of University 
of Pacific -  School of Dentistry, Scientific University of the South in 
Peru, National University of Colombia, CES University and Federal 
University of Ceará). The inclusion criteria were permanent dentition 

and image availability acquired for dental clinical purposes. The exclu-
sion criteria were patients with craniofacial anomalies or syndromes 
and scans with artefacts produced by orthodontic appliances.

Two open- source software packages, ITK- SNAP, version 3.8 
(www.itksn ap.org)17 and 3D Slicer, version 4.11 (www.slicer.org)18 
were used by clinician experts to orient the scans and place the land-
marks. Head orientation was performed accordingly with a previous 
study.19 For the large field of view, CBCT scans orientation was stan-
dardized across patients with Frankfort horizontal plane matching the 
axial plane, and the midsagittal plane matching the sagittal plane in a 
common coordinate system. For the small/medium field of view, the 
axial plane orientation was determined by the occlusal plane and the 
midsagittal plane by the midpalatal suture. A set of 32 landmarks lo-
cated in different anatomical structures, including the cranial base, 
maxilla, mandible, an teeth (Table 1) was created by the clinician ex-
perts, which was considered the ground truth (GT) fiducial list.

The present method relies on two principles: a multi- scale en-
vironment and a search agent inspired by the behavioural problem 
solved as described in DRL Systems.20

2.1  |  Environment

The sample consisted of 77 large field of view CBCTs with voxel 
sizes varying from 0.3 to 0.4 mm, and 66 small/medium field of view 
CBCTs with voxel sizes varying from 0.08 to 0.16 mm. In order to ob-
tain environments with the finest scale level, the large field of view 
scans were re- sampled to an isotropic resolution of 0.3 mm and the 
small/medium field of view scans were re- sampled to 0.08 mm. We 
wanted the agent to learn different scales of the structures of inter-
est. For our multi scale- space, we used an additional low- resolution 
level at an isotropic spatial resolution of 1 mm. The image histograms 
were re- scaled to have better contrast and the data was normalized 
to a [−1.0, 1.0] interval. A multi- scale environment can be seen in 
Figure 1A. For each CBCT, the 32 landmark were marked by clini-
cians and stored as a fiducial list. During the training, the landmark's 
position from the list was mapped to the discrete image coordinates 
for each resolution and stored in the environment memory.

2.2  |  Agent

The protagonist of this work was the agent. The agent is a virtual ob-
ject whose goal is to reach a target position (the landmark) by mov-
ing inside an environment. The agent has a set of 6 possible actions, 
to move from one voxel to another by going superiorly, inferiorly, 
anteriorly, posteriorly, left or right.

The agent state is a 3D box around the agent position that has 
been cropped inside the environment (Figure 1B). The size of the 
FOV is an important parameter, and we have to make sure that 
enough relevant image features can be extracted at the current lo-
cation while limiting memory usage. The agents use deep networks 
for feature extraction (FeatNet), followed by fully connected layers 
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that predict the best action to take at any given step. A Densely con-
nected convolution network (DenseNet) was used.21 The FeatNet is 
made of convolution layers that are trained to capture the different 
image features. It takes as input the agent's state and outputs a vec-
tor describing relevant image features. This vector is then fed into 
the fully connected dense layers that output a probability vector (P 
∈ R6) of the best movement to reach the final landmark position. The 
agent moves following the highest probability.

2.3  |  Training the agents

Our data was split by scans, 70% for training, 10% for validation and 
20% for testing. An environment was generated for each scan, and 
the position of corresponding landmarks was loaded. One agent was 
created for each landmark, and their network weights were initial-
ized using a Xavier uniform function. For minimizing the distance 
between the agent and the landmark, each agent was trained using 

TA B L E  1  Landmarks definition.

Description of the landmarks

Cranial base

Ba Placed at the most posteroinferior point of the anterior margin of the foramen magnum in the midsagittal plane

S Placed on the most central point of sella turcica from supero- inferior, antero- posterior, and transversal aspects

N Placed at the most anterosuperior junction of the nasofrontal suture

Maxilla

A The most posterior point of the concavity of the anterior region of the maxilla

ANS Placed at the anterior nasal spine

PNS Placed at the posterior nasal spine

UR6DB Placed at the distal buccal cusp of the maxillary right permanent first molars

UR6MB Placed at the mesial buccal cusp of the maxillary right permanent first molars

UR6R Placed at the center of the pulp chamber floor of the maxillary right permanent first molars

UR3O Placed at the cusp tip of the maxillary right permanent canine

UR3R Placed at the center portion of the root canal at the axial level of the cementoenamel junction of the maxillary 
right permanent canine

UR1R Placed at the center portion of the root canal at the axial level of the cementoenamel junction of the maxillary 
right permanent central incisor

UL3O Placed at the cusp tip of the maxillary left permanent canine

UL3R Placed at the center portion of the root canal at the axial level of the cementoenamel junction of the maxillary 
left permanent canine

UL6MB Placed at the mesial buccal cusp of the maxillary left permanent first molars

UL6R Placed at the center of the pulp chamber floor of the maxillary left permanent first molars

UR1O Placed in the middle of the incisal edge of the maxillary right permanent central incisor

Mandible

LR6MB Placed at the mesial buccal cusp of the mandibular right permanent first molars

LR6R Placed at the center of the pulp chamber floor of the mandibular right permanent first molars

LR1R Placed at the center portion of the root canal at the axial level of the cementoenamel junction of the 
mandibular right permanent central incisor

B Placed at the most posterior point of the concavity of the anterior region of the symphysis

Pog Placed at the most anterior point of the symphysis

Gn Placed in the projection of a virtual bisector of a line adjacent to the Pog and Me landmarks

Me Placed at the most inferior point of the chin

RGo Placed in the projection of a virtual bisector of a line adjacent to the right mandibular base and right posterior 
border of mandible

RCo Placed at the most superior and central point of right condyle

LGo Placed in the projection of a virtual bisector of a line adjacent to the left mandibular base and left posterior 
border of mandible

LCo Placed at the most superior and central point of left condyle

LL6MB Placed at the mesial buccal cusp of the mandibular left permanent first molars

LL6DB Placed at the distal buccal cusp of the mandibular left permanent first molars

LL6R Placed at the center of the pulp chamber floor of the mandibular right permanent first molars

LR1O Placed in the middle of the incisal edge of the mandibular right permanent central incisor
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4  |    GILLOT et al.

a combination of a state and the best action to take from the 6 pos-
sible movements described before.

The high- resolution and low- resolution scans had an average 
size of 180 × 180 × 180 and 600 × 600 × 600 voxels, respectively. It 
means that for each environment, we had more than 200 000 000 
possible states that could be used to train the agent. However, the 
higher the number of states an agent needs to be trained, the higher 
would be the memory usage and the training time. We used the 
following strategy to generate outputs for each agent and limit the 
memory usage and training time:

• At the low- resolution level, we initialized K random position with 
a 20% chance to be within a radius Rlow of a ground truth land-
mark (a region where more precision is needed). The remaining 
80% could be anywhere in the scan. The agent is supposed to find 
the landmark from any starting point at this level.

• At the high- resolution level, we initialized K random position 
within a radius Rhigh of a ground truth landmark, knowing that 
the agent should be in this radius after the search at the low 
resolution.

The K positions for both resolution level were generated evenly in 
the N environments selected for the training. At every training epoch, 

we updated 50% of the K positions with new randomly selected ones. 
This is one of the most important parts of our training strategy be-
cause it allowed the agent to be trained in most of the scan regions 
while reducing memory usage. The agent had a different network for 
each scale. These networks were optimized using the PyTorch library 
using a combination of algorithms and optimizer. The training was 
done on an NVIDIA Quadro RTX 6000/8000 GPU with a batch size of 
100, Lx = Ly = Lz = 64, K = 10 000, N = 2, and Rlow = Rhigh = 30 voxels. It 
took about 4 h for one agent to be trained and reach a good accuracy.

2.4  |  Prediction of the landmarks' position

To predict the landmark positions in a CBCT, we rescaled it to the 
resolutions used during training. The landmark location is predicted 
through the following steps (Figure 2):

• Step 1: The prediction begins at the low- resolution level. The 
agent is placed in the middle of the scan to optimize the search 
time. Once the agent reaches a confident zone, it goes to the high- 
resolution layer.

• Step 2: The agent moves in the high- resolution layer until it sets a 
preliminary estimation of the landmark location.

F I G U R E  1  A, Visualization of an 
environment. On the left, the low 1 mm 
resolution was re- scaled from the high- 
resolution 0.3 mm scan on the right. B, 
Visualization of the agent's Lx × Ly × Lz 
field of view (blue box), and the 6 possible 
moves (red arrows) after the network 
prediction.

F I G U R E  2  Visualization of the agent 
(blue) in the multi- scale environment 
(green) searching for the target (red).
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    |  5GILLOT et al.

• Step 3: Now, a verification step is applied. This step consists of 
another search in the high- resolution layer starting from the 6 
possible positions in a small radius from the predicted location in 
Step 2. The final result is an average of the 6 predicted positions.

During landmark position prediction, the stopping criteria is ac-
tive and was implemented using a visitation map. The agent stops if 
it tries to reach a previously visited voxel. Fiducial lists are generated 
with the predicted positions of the landmarks and saved as JSON 
files.

After the initial training and validation, the agents were trained 
to predict a list of 119 landmark located in the cranial base, maxilla, 
mandible and dental structures commonly used for quantification of 
skeletal and dental changes in clinical studies (Table S1).

2.5  |  Statistical analysis

To assess the prediction accuracy, the distance between each land-
mark in the ground truth fiducial list and the predicted one was 
computed by using the root mean square error.22,23 A 5- folds cross- 
validation was performed. For each landmark group, the placement 
errors and percentage of fails are presented. The error is the dis-
tance of the predicted landmark to the ground truth in mm and the 
distribution of the prediction error for each landmark was tested. 
A prediction was considered failed when the agent did not find the 
landmark or when the error was greater than 5 mm.

3  |  RESULTS

The results are summarized in Table 2 that shows the errors (in mm) 
and fails (in %) for each landmark group. An average error of 1.54 mm 
was found for the landmark's prediction. A prediction is considered 
a failure when the agent did not reach the ground truth landmark 
region. Most of the landmarks have a 0% fail rate. Figure 3 shows 
the distribution of the prediction error (in mm) for each landmark. 
Only landmarks that presented percentages of failures are shown 
in Figure 3.

It took approximately 4.2 second on GPU for each landmark pre-
diction. The prediction on the testing scans required 8.8 GB of cache 
memory and 2.1 GB of GPU memory. Each agent did 90 moves on 
average to reach the landmark position using a DenseNet.24 In ad-
dition, new agents were trained to locate an extended list of 119 

landmarks in different craniofacial structures. Adequate landmark 
identification was observed with the final trained model with 119 
landmarks (Figure 4 and Table S1).

4  |  DISCUSSION

This study presents a novel method for robust and accurate ana-
tomical landmarks localization for 3D medical imaging data. The 
addition of dental records into healthcare data ecosystems and 
infrastructure is challenging, time- consuming, and dependent on 
clinician expertise. To leverage unstructured information in im-
aging data, we proposed and validated a method for automatic 
landmark identification in CBCT targeting clinical applications 
for dental, oral, and craniofacial clinical conditions that require 
quantitative landmark- based phenotyping. Previous studies using 
CBCT scans have demonstrated that manual landmark placement 
is a precise but time- consuming process.25,26 Landmark place-
ment using both surface models and MPR images took an average 
of 10:41 ± 4:01 minutes to trace each patient.25 In this study, the 
proposed open- source method combined the concept of scanning- 
based systems with smart displacement inside the scan using an 
agent. The training on a multi- resolution image enabled the arti-
ficial agent to systematically learn to find the targeted anatomical 
structures. The behaviour classification was solved using imitation 
learning, as this approach is easier to implement and train. It allows 
the use of deeper neural networks that encode a wider range of 
image features. The average automatic detection speed of 4.2 sec-
ond for landmark was adequate considering the size of the CBCT 
volumes used.

Our results showed that this novel approach is robust and 
finds landmarks in CBCT scans accurately and automatically. An 
average error of 1.54 ± 0.87 mm was found for the assessed land-
marks. This error is below the clinician's average error limit of 
2 mm.27– 29 In contrast, a previous study that tested an automatic 
landmark identification tool for CBCT showed a mean error dis-
tance of 3.19 ± 2.6 mm.2 Cranial base landmarks showed better ac-
curacy than the maxillary and mandibular landmarks (Table 2 and 
Figure 3). Also, a smaller failure rate was found for the cranial base 
landmarks that included only landmarks placed in the midsagittal 
plane (Table 2). Previous studies with manual landmark identifi-
cation have shown that variables located in edges, crests or api-
ces and between structures with different densities were easier 
to identify and therefore can present higher levels of accuracy.29 
Conversely, landmarks located on flat surfaces, curved bone 
structures, areas of low density, neighbouring areas of two dense 
structures or dental restorations are subjected to greater levels 
of error.29 This can explain the smaller accuracy found for some 
dental landmarks, which also includes greater individual variation 
in tooth position that may require additional training. Additionally, 
4 dental landmarks in the present study had errors greater than 
5 mm in 25% of the cases, probably due to crowns and restoration 
artefacts or impacted/ectopic teeth in the CBCTs scans. This is 

TA B L E  2  Cross- validation prediction accuracy.

Bone group
Mean 
error ± SD

Maximum 
error

Fail percentage 
(%)

Maxillary 1.53 ± 0.85 4.83 4.7

Mandibular 1.61 ± 0.93 4.92 8.3

Cranial base 1.22 ± 0.51 2.29 2.7

All 1.54 ± 0.87 4.92 6.1
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6  |    GILLOT et al.

in accordance with a previous study that found greater errors for 
automatic landmark identification in dental landmarks when com-
pared to manual landmark placement using computed tomography 
scans.30

Previous studies in 2D and 3D have demonstrated that landmark 
placement can present different level of errors in the three spatial 
dimensions (x, y and z).31,32 Landmarks placed on curved structures, 
such as Gonion, can present greater levels of errors during placement 

F I G U R E  3  Violin plot of the cross- validation result on the cranial base (top) maxilla (middle) and mandible (bottom) and a summary of the 
fails (top right). Each landmark is represented with its error distribution in mm. The white dot and the black strip are respectively the mean 
error and the standard deviation.

F I G U R E  4  All 119 landmark that can be identify by the latest trained agents.
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and these errors can differ in the three spatial dimensions.31 In a 3D 
evaluation, a higher reliability along the X direction was found for 
Gonion, whereas this landmark presented poor reliability along the 
Y and Z directions.32 In the present study, the landmark placement 
accuracy was assessed using the root mean square error. The root 
mean square error is one of the top performance metric systems 
used to assess the precision of machine learning approaches.22,23 
However, this method does not allow to assess the differences in 
error in the three spatial dimensions.

A limitation of this study is the small sample size. However, this 
is an open- source code and software, where the machine learning 
models can be continuously updated to better assist clinicians and 
researchers in this crucial but time- consuming task. After validation 
of the proposed method, the clinical application was extended to 119 
landmarks (Figure 4) annotated by clinician experts. Twenty- seven 
additional large field of view scans were used for initial location 
training of 119 landmarks, commonly required for 3D quantification 
of skeletal and dental structures. Future studies are needed to train 
a more robust generation of agents with larger datasets towards 
refining, testing and improving landmark placement accuracy with 
decreased failures in landmark location.

Given the preliminary robustness and good timing performance, 
the algorithm has been deployed for clinical and research use in an 
open- source web- based clinical decision support system (https://
dsci.dent.umich.edu), and in a user- friendly open- source 3D Slicer 
module, with the code and detailed read me files available in Github 
(https://github.com/DCBIA - Ortho Lab/Slice rAuto mated Denta 
lTools) and video tutorials posted in Youtube (https://www.youtu 
be.com/@DCBIA/ playl ists). Our models are developed with the 
Pytorch* framework and monai† library which facilitates reusability 
of the code and continuous improvement of the models. The current 
robustness of ALICBCT tool still requires clinical adjustments/veri-
fication from the users after the AI prediction. Continuous training 
of the ALICBCT will help increment the performance of the agents 
in future versions. We train separate model for each landmark, once 
that having separate machine learning models for each agent allows 
the clinician to make custom lists of landmarks and facilitates the 
periodic retraining of new agents separately without compromising 
the previously trained models.

5  |  CONCLUSION

The ALICBCT algorithm presented an adequate level of accuracy 
in automatic landmark placement in CBCT scans. The precision and 
performance of this novel automated tool make it an important 
contribution to 3D imaging analysis in clinical and research studies. 
ALICBCT's open- source code and machine learning models offer 
the capability of continuous retraining with additional datasets to 
improve its performance. We expect to continue adding landmarks 
for future studies that require automated measurement and/or 
diagnostics.
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Abstract

The segmentation of medical and dental images is a fundamental step in automated clinical

decision support systems. It supports the entire clinical workflow from diagnosis, therapy

planning, intervention, and follow-up. In this paper, we propose a novel tool to accurately

process a full-face segmentation in about 5 minutes that would otherwise require an aver-

age of 7h of manual work by experienced clinicians. This work focuses on the integration of

the state-of-the-art UNEt TRansformers (UNETR) of the Medical Open Network for Artificial

Intelligence (MONAI) framework. We trained and tested our models using 618 de-identified

Cone-Beam Computed Tomography (CBCT) volumetric images of the head acquired with

several parameters from different centers for a generalized clinical application. Our results

on a 5-fold cross-validation showed high accuracy and robustness with a Dice score up to

0.962±0.02. Our code is available on our public GitHub repository.

1 Introduction

Segmentation of medical and dental images is a visual task that aims to identify the voxels of

organs or lesions from background grey-level scans. It represents a prerequisite for medical

image analysis and supports entire clinical workflows from computer-aided diagnosis [1] to

therapy planning [2], intervention [3], and follow-up [4]. Particularly for challenging dental

and craniofacial conditions, such as dentofacial deformities, craniofacial anomalies, and tooth

impaction, quantitative image analysis requires efficient solutions to solve the time-consuming
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and user-dependent task of image segmentation. With medical and dental images being

acquired at multiple scales and/or with multiple imaging modalities, automated image analysis

techniques are needed to integrate patient data across scales of observation.

Due to the low signal/noise ratio of Cone-Beam CT (CBCT) images used in Dentistry, the

current open-source tools for anatomic segmentation, such as ITK-SNAP [5] and 3D-Slicer

[6] are challenging for clinicians and researchers. The large field of view CBCT images com-

monly used for Orthodontics and Oral Maxillofacial Surgery clinical applications require on

average to perform detailed segmentation by experienced clinicians: (Fig 1) 7 hours of work

for full face, 1.5h for the mandible, 2h for the maxilla, 2h for the cranial base (CB), 1h for the

cervical vertebra (CV), and 30min for the skin. Additional challenges for accurate and robust

automatic anatomical segmentation are the rich variety of anatomical structures morphology

and the differences in imaging acquisition protocols and scanners from one center to another.

Furthermore, patients that present with facial bone defects pose additional challenges for auto-

matic segmentation because of unexpected anatomical abnormalities and variability. For this

reason, the training of the machine learning models in the present study also included gold

standard (ground-truth) clinicians’ expert segmentations of CBCT images from patients with

craniofacial large bone defects such as cleft lip and palate (CLP). Being able to accurately seg-

ment those maxillary deformities (Fig 1) is for the diagnosis and treatment planning of correc-

tion of the bone defects and craniomaxillofacial anomalies.

Although in the last decades, automatic approaches such as region seed growing [7], clus-

tering methods, random forests [8], atlas-based system [9], and deep convolutional neural net-

work (CNN) [10] have been proposed to segment the mandible, the maxilla, and the teeth,

CBCT image segmentation remains challenging. Those previous studies focused on small sam-

ples from a single acquisition protocol; however, scans acquired at different clinical centers

with different acquisition protocols, scales, and orientations require laborious manual

Fig 1. Multi-anatomical skull structure manual segmentation of the full-face by combining the mandible, the maxilla, the cranial base, the

cervical vertebra, and the skin segmentation. Patient has written consent on file for the use of the images.

https://doi.org/10.1371/journal.pone.0275033.g001

PLOS ONE AMASSS-CBCT

PLOS ONE | https://doi.org/10.1371/journal.pone.0275033 October 12, 2022 2 / 12

because the scans contain the patient facial skin

that could allow facial recognition. Data are

available from the University of Michigan

Institutional Review Board (Contact Robert Eber,

email reber@umich.edu) for researchers who meet

the criteria for access to confidential data.

Funding: This work was supported by NIDCR R01

024450, American Association of Orthodontists

Foundation Grabber Family Teaching and Research

Award and by Research Enhancement Award

Activity 141 from the University of the Pacific,

Arthur A. Dugoni School of Dentistry. The funders

had no role in the study design, data collection and

analysis, decision to publish or preparation of the

manuscript.

Competing interests: The authors have declared

that no competing interests exist.

https://doi.org/10.1371/journal.pone.0275033.g001
https://doi.org/10.1371/journal.pone.0275033
mailto:reber@umich.edu


correction in clinical settings to achieve accurate segmentation. Hence, methods for generaliz-

able automatic image segmentation are sought.

The present study objective is to offer a free open-source tool to facilitate medical and den-

tal image segmentation for clinics and research. We focused on the best practices for Artificial

Intelligence in healthcare imaging across academia and enterprise researchers. Hence, the use

of the new Medical Open Network for Artificial Intelligence (MONAI) framework that imple-

ments state-of-the-art machine learning algorithms such as the UNEt TRansformers

(UNETR) [11]. In the following sections, we describe the data used to train our machine learn-

ing models, followed by related work on approaches to segment medical images, testing the

performance of the proposed methods compared to the clinician’s expert segmentation, and

discussion of the novel results.

2 Materials

A total of 618 DICOM-formatted CBCT images of the head were used in this work. The

images were acquired from 7 clinical centers with various scanners, image acquisition proto-

cols, and field of views. All patient HIPAA identifiable personal information was removed

from the DICOM files metadata through an anonymization process in the 3D Slicer platform

[6]. The anonymization was performed before the clinical centers shared the data for this ret-

rospective study. The University of Michigan Institutional Review Board HUM00217585

waived the requirement for informed consent and granted IRB exemption. Patients’ skin was

not removed from the large field of scans; however, those files are used only for the training of

the proposed machine learning model.

Two open-source software packages, ITK-SNAP 3.8 [5] and 3D Slicer 4.11 were used by

clinical experts to perform user interactive manual segmentation of the volumetric images and

common spatial orientation of the head as the ground-truth to train our deep learning models.

All the 618 scans don’t come with a full-face segmentation, the dataset was composed of

446 patients with mandible segmentation, 132 with the maxilla, 116 of the cranial base, 80 with

the skin, and 14 patients with the cervical vertebra. The image spatial resolution varied from

0.16 to 0.5 mm3 voxels. To test the robustness of the proposed method, patients with CLP were

included in the dataset. Those patients have large bone defects in the jaw that varies a lot from

one patient to another.

3 Related work

3.1 Region seed growing [7]

This method needs to place the seed inside the region of interest. The grayscale intensity grid

and spatial distances from the seed to all the other voxels are computed to estimate a segmenta-

tion of similar features. This method showed less accuracy than the following methods and

can require the clinicians to place the seeds.

3.2 Atlas-based system [9]

An atlas is defined as the combination of an intensity image and its segmentation to generate a

template. From this point, 2 steps occur: label transfer which transfers segmentation labels

from pre-labeled atlases to a novel image and label fusion which combines the label transfer

results. The main con of this method is the lack of flexibility when exposed to high changes in

the data such as in patients with CLP.
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3.3 Random forests [8]

A probability grid is made to estimate the initial segmentation based on multiple expert-seg-

mented CBCT images. The appearance features from CBCTs and the context features from the

initial probability maps are both extracted to train a first-layer of random forest classifiers. A

sequence of classifiers can segment CBCT images by iteratively training the subsequent ran-

dom forest classifier using both the original CBCT features and the updated segmentation

probability maps. Those methods are slow to train, computing-intensive and the prediction

time can be high.

3.4 CNN

Previous methods where mostly using 2D [12] or 2.5D UNet [13], limited by computer power.

Recent progress in GPU power and network architecture allowed the appearance of 3D CNN

architectures showing better results than their 2/2.5D analogs. 3D UNet [10], TransUNet [14],

and nnU-Net [15] showed high performance for medical imaging tasks including segmenta-

tion. However, the new UNETR architecture showed better results than all the previously cited

CNN for CT segmentation.

4 Proposed method

Thanks to recent advances in deep learning, this study proposes a convolutional neural net-

work (CNN) to extract a hierarchical feature representation for segmentation, which is robust

to image degradation such as noise, blur, and contrast. Our algorithm requires Python 3.9 and

uses various libraries to perform image processing. For the post-processing and the pre-pro-

cessing, we are using ITK, SimpleITK, VTK, and connected-components-3d libraries. For the

data augmentation and the segmentation, we used the MONAI library which simplifies the

UNETR implementation and is optimized to process medical images in Python.

4.1 Pre-processing

Depending on the scanner and the image acquisition protocol, the CBCT scans are gray-scaled

images with high contrast variation from one patient to another and the image spacing can be

different. Among all the different spacing, 0.4 mm3 is the most frequent. It’s also a resolution

that keeps enough details of the skull structure to segment while limiting memory usage with

reasonable image size. From one center to another, the manual segmentation method can

change. Different labels are used and the skull structure can be filled or not. From this point,

to have more consistency in the dataset, all the data go through the following pre-processing

steps:

• All the CBCTs and segmentations are re-sampled with a 0.4-mm3 isometric voxel size using

respectively a linear and a nearest-neighbor interpolation function.

• The scans go through a contrast adjustment function Fig 2. A cumulative graph is made

from the image histogram ignoring the background color. The new minimum and maxi-

mum intensity are selected when reaching an Xmin and Xmax percentage on the cumulative

graph. The intensity is then re-scaled in the [0, 1] interval.

• A “fill hole” morphological operation is applied to the segmentation and the label is set at 1.
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4.2 UNETR

For this machine learning tool, we decided to use the new state-of-the-art model in 3D scan

segmentation, the UNETR. Its architecture utilizes a transformer as the encoder to learn

sequence representations of the input volume and effectively capture the global multi-scale

information. The network design follows the successful “U-shape” for the encoder and

decoder. The transformer encoder is directly connected to a decoder via skip connections at

different resolutions to compute the final semantic segmentation output. The size of the scans

to segment is not consistent and tends to be large (up to 600x600x600 voxels). No GPU is pow-

erful enough to take this voxel grid size as input. We decided to shape our UNETR classifier

with a 128x128x128 voxels input (Fig 3). To segment the entire image, the classifier moves

across the scan to perform predictions in different locations. Once the entire image has been

processed, segmented crops are merged to match the original input image size. Individual

UNETR models were trained for different segmentation needs. All the models share common

Fig 2. Visualization of the contrast adjustment steps on two different scans. This result is obtained by keeping the data between Xmin = 1% and

Xmax = 99% on the cumulative graph.

https://doi.org/10.1371/journal.pone.0275033.g002

Fig 3. Overview of the UNETR used. A 128x128x128x1 cropped volume of the input CBCT is divided into a sequence

of 16 patches and projected into an embedding space using a linear layer. A transformer model is fed with the sequence

added with 768 position embedding. Via skip connections, the decoder will extract and merge the final 128x128x128x2

crop segmentation from the encoded representations of different layers in the transformer.

https://doi.org/10.1371/journal.pone.0275033.g003
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parameters: feature size = 16, hidden layer = 768, feedforward layer = 3072, number of atten-

tion heads = 12, and a dropout rate of 5%.

4.3 Training

For each skull structure to segment, the patients were sorted by separated folders based on the

clinical center they were coming from. The dataset was then split into 3: 70% for the training,

10% for the validation, and 20% for testing. The data was split evenly from each folder to avoid

overfitting to any specific center.

We used the MONAI “CacheDataset” tool to load the pre-processed data. Those datasets

allow the use of transformers for data augmentations. Every time an image and its segmenta-

tion are loaded for the training, a number of Ns cube samples are randomly cropped in the

voxel grid. Those cubes all have the same Lx × Ly × Lz shape to match the UNETR input size.

For data augmentation (Table 1), random flip and 90˚ rotation are applied in each direction

along with a random shift in intensity and contrast for the scans.

This step is applied to Ni images to generate a batch of size Ni × Ns. This batch is then fed

into the UNETR the training. For the validation, data augmentation is also applied by only

ignoring the cropping step, a prediction occurs on the full image using MONAI sliding win-

dow inference to move the UNETR classifier across the image. This network is optimized

using the PyTorch library by a combination of a back-propagation algorithm to compute the

network gradients and the Adam optimizer with weight decay. In this work, we used the

weighted average of both the Dice loss (Table 1) and Cross Entropy Loss (Table 2) function.

DL ¼ 1 �
2
PN

i¼1
pigi

PN
i¼1

p2
i þ

PN
i¼1

g2
i

; ð1Þ

where pi 2 P is the predicted probability of the i-th voxel and gi 2 G is the ground truth of the

i-th voxel.

‘ðx; yÞ ¼ L ¼ fl1; . . . ; lNg
>
; ln ¼ � wyn

log
expðxn;ynÞ

PC
c¼1

expðxn;cÞ
; ð2Þ

Where x is the input, y is the target, w is the weight, C is the number of classes, and N spans the

minibatch dimension as well as d1, . . ., dk for the K-dimensional case.

Table 1. Data augmentation transformations for the training.

Data Random crop Random flip and rotation Random shift in intensity Random contrast adjustment

Images Anywhere in the scan

Ns times

Along X, Y and Z-axis with a 25% probability for

each axis for each axis

50% chances of a 0.1

intensity shift

80% chances to change image gamma in a

[0.5,2] interval

Segmentation N/A N/A

https://doi.org/10.1371/journal.pone.0275033.t001

Table 2. Comparison of manual and automatic segmentation using AUPRC, AUPRC-Baseline, Dice, F2 Score, Accuracy, Recall, and Precision of the 5-fold cross-

validation for the 5 skull structures segmentation.

Structure AUPRC AUPRC Baseline Dice F2 Score Accuracy Recall Precision

Mandible 0.926 ± 0.037 0.011 ± 0.003 0.962 ± 0.020 0.961 ± 0.026 0.9992 ± 0.0005 0.960 ± 0.031 0.965 ± 0.026

Maxilla 0.738 ± 0.096 0.011 ± 0.003 0.853 ± 0.064 0.857 ± 0.061 0.996 ± 0.001 0.862 ± 0.073 0.855 ± 0.099

Cranial base 0.642 ± 0.127 0.018 ± 0.006 0.788 ± 0.103 0.804 ± 0.109 0.992 ± 0.004 0.824 ± 0.099 0.774 ± 0.135

Cervical vertebra 0.602 ± 0.145 0.008 ± 0.006 0.760 ± 0.113 0.723 ± 0.164 0.995 ± 0.004 0.704 ± 0.192 0.854 ± 0.033

Skin 0.947 ± 0.035 0.425 ± 0.72 0.971 ± 0.018 0.982 ± 0.009 0.974 ± 0.018 0.989 ± 0.009 0.954 ± 0.037

https://doi.org/10.1371/journal.pone.0275033.t002
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The training was done on an NVIDIA Quadro RTX 6000/8000 GPU. With Xmin = 1%,

Xmax = 99%, Lx = Ly = Lz = 128, Ni = Ns = 10 (batch size of 100), a dropout rate of 0.05, a learn-

ing rate of 10−4 and a weight decay of 10−5 it takes around 4h and 22GB of GPU memory for

one model to be trained.

4.4 Segmentation and post-processing

Once we have a trained model, the challenge is to segment new scans that possibly have a dif-

ferent contrast and spacing than the ones used for the training. For the prediction, we create a

new temporary file to work on and preserve the original. We apply the 2 first pre-processing

steps (re-sample in a 0.4mm3 spacing if needed and adjust the contrast). The sliding window

inference is then used to segment the whole image. We get as an output a voxel grid of proba-

bility on which we apply an argmax function. The segmentation can have some artifacts and

unwanted elements. Therefore, we used the connected-components-3d 3.9.1 library [16] to

keep the biggest segmented object only. A morphological operation is then applied to the seg-

mentation to fill the holes. The final result is re-sampled to match the original image, orienta-

tion, spacing, origin, and size. All the steps are summarized in Fig 4.

5 Results

We performed a 5-fold cross-validation, each fold with a different 20% portion of the available

data for the test. It allows testing the models on the entirety of the dataset.

The MONAI sliding window inference allows overlapping of the classifier for more preci-

sion but has a drastic impact on the computation time. During the validation step of the train-

ing, a prediction takes about 4s with 20% of overlap. To compute the metrics we used a 50%

overlap to segment the test scans and it takes around 24s on GPU for each CBCT to be seg-

mented. The prediction goes up to 1 min with an 80% overlap for even more precision.

To compare the clinician experts’ manual segmentation and the AMASSS automatic seg-

mentation, we used the Area Under the Precision-Recall Curve (AUPRC Eq 8) metric for class

imbalance. Most of the bone groups represent about 10% of the volume only. Other metrics

such as the recall (6), precision (7), Dice coefficient (DC Eq 3), and F2 (4) score were also com-

puted to know how efficient the model is.

DCðM;AÞ ¼
2jA \Mj
jAj þ jMj

; ð3Þ

Where M and A are respectively the binary image of the ground thruth segmentation and the

Fig 4. Visualization of the automatic maxilla segmentation steps. Re-sample and contrast adjustment of the input image, segmentation with the

sliding window using UNETR, and finally, re-sampling of the cleaned-up segmentation to the input size.

https://doi.org/10.1371/journal.pone.0275033.g004
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AMASSS output.

F2 ¼
TP

TPþ 0:2FPþ 0:8FN
; ð4Þ

A ¼
TP þ TN

TP þ TN þ FPþ FN
; ð5Þ

R ¼
TP

TP þ FN
; ð6Þ

P ¼
TP

TPþ FP
; ð7Þ

Where TP stand for the number of true positive in the AMASSS output voxel grid, TN true

negative, FP false positive and FN false negative.

AUPCR ¼
XN� 1

n¼1

ðR½n� � R½n � 1�Þ � ðP½n� � P½n � 1�Þ

2
; ð8Þ

Where R and P are the recall and the precision values from N confusion matrices for different

thresholds. All these measurements (Table 2) vary from zero to one, where zero means no

superposition between the two volumes, and one shows a perfect superposition between both.

All metrics were performed on the binarized 3D images resulting from the post-processing.

From a clinical point of view, it is better to have over-segmented images rather than under-seg-

mented ones, and hence the F2 score was computed considering recall as twice as important as

precision.

The average results for the mandible and the skin show the high precision of the automatic

segmentations with a Dice above 0.96. Additionally, the standard deviation is quite low, indi-

cating that the predictions are robust, consistent, and generalizable to unseen patients. Maxilla

and cranial base showed similar results. The lower Dice compared to the mandible can be

explained by fewer data used to train, but more importantly because of inconsistency from one

ground-truth segmentation to another. The separation between the maxilla and the mandible

can change, those regions have very thin bones and the amount of details segmented is differ-

ent depending on the center. With only 14 segmentation available from one center, the cervical

vertebra results are promising, showing the potential to be generalizable in future training

with a larger sample.

We processed a full-face segmentation (Fig 5) of the patient Fig 1 that was kept out of all

training. The CLP and even the cervical vertebra were successfully segmented, showing the

robustness of the UNETR.

6 Discussion

This is the first study to our knowledge to use the new 3D UNETR architecture to segment

multiple anatomic skeletal, dental, and soft tissue structures in the craniofacial complex of

CBCT scans. Recent studies have focused on only one specific facial structure such as the max-

illa, [17], mandible [18] or airway [12], and used smaller samples from a single CBCT acquisi-

tion protocol, thus, those algorithms are not yet generalizable like the proposed AMASSS.

Traditional image processing methods, such as super-voxels and graph clustering [19],

atlas-based segmentation [8, 20], watershed methods [21] are available tools that presented

good accuracy for segmentation, however, due to image artifacts and noise, that can be caused
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by intercuspation of the dentition and the presence of metallic crowns, it is still a challenge to

segment the images properly and also to segment different tissues such as bone with different

densities (boundaries) and soft tissues. Due to these limitations, machine learning methods for

image segmentation in dentistry have become popular, and the major limitation in training AI

models such as the proposed AMASS is to have a gold standard to serve as training models

[22]. To overcome this limitation, inthis study, manual annotations were performed for each

scan used in the training, provided by clinicians with expertise and experience in 3D CBCT

segmentations.

Moreover, AMASSS showed better and similar accuracy when compared to Si Chen et al.’s

Maxilla segmentation with a dice score of 0.800 ± 0.029 and Verhelst et al.’s with a dice of

0.9722 ± 0.006 for the mandible segmentation, respectively. Commercial companies such as

Materialise [23], Relu [24], and Diagnocat [25] have recently marketed AI-based segmentation

for CBCT scans, but they are expensive and the precision of their algorithms require validation

by clinicians.

Another important challenge in automated systems in dentistry, explained by Schwendicke

et al. [26], is to provide solutions that can be largely entered into dental routine practice, and

also follows principles such as demonstrating clinical value, protecting patient data, individual

privacy, maintaining trustworthiness, and ensuring robustness and generalizability of the tools

Towards these goals, the proposed open-source AMASSS algorithm was deployed as a free 3D

Slicer extension “Automated dental tools”. The software interface allows users to select the

most updated trained model for increased precision of anatomic structures segmentation, con-

tinuously updating toward improved identification of patient facial structures and clinical

applications [27].

Regarding the advantages and limitations, this study has the capacity of performing the seg-

mentation of multi-structures in approximately 5 minutes; however, to achieve the necessary

precision the ground-truth data can take several hours to be manually produced by the clini-

cians, which makes the addition of new structures of interest challenging and still human-

dependent. Also, automated tools such as AMASS focus on future clinical decision support

systems, to improve the human-computer interface rather than interrupt the clinical workflow

[28], and for this reason, human interaction is still required, but less time-consuming.

Future work will continue to increase the databases for cervical vertebra, maxilla, and cra-

nial base as well as add detailed anatomic structures such as the teeth roots and mandibular

canals segmentation. Additional potential applications may be generalizable to other imaging

Fig 5. Visualization of the automatic full-face segmentation results. In red, the prediction is superposed with the manual segmentation in

transparent green. On the full-face, we can see that the models managed to average the separation line between the maxilla and the mandible. The

separation on the manual segmentation is different. It also explains why the metrics are lower than the mandible for those two skull structures.

https://doi.org/10.1371/journal.pone.0275033.g005
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modalities such as Magnetic Resonance Imaging, CT, micro CT, and ultrasound, which is

been shown in recent manuscripts in the medical field [29, 30].

7 Conclusion

This proposal is a step towards the implementation of dentistry decision support systems, as

machine learning techniques are becoming important to automatically and efficiently analyze

dental images. The MONAI framework facilitated the processing of 618 CBCTs to perform

fast training and data augmentation, which led to the high accuracy and robustness of the

AMASSS tool. The UNETR showed high overall performance, achieving a Dice up to

0.962 ± 0.02 on heterogeneous CBCT images.

Given its robustness and performance time, this validated free tool was implemented in 2

open-source ecosystems, a web-based clinical decision support system (the Data Storage for

Computation and Integration, DSCI) [31], and a user-friendly 3D Slicer module Fig 6. These

computer-aided diagnostic tools will aid in diagnosis and therapy planning, especially for

patients with craniomaxillofacial anomalies and deformities.
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Abstract

In the digital dentistry era, new tools, algorithms, data science approaches, and computer 

applications are available to researchers and clinicians. However, there is also a strong need for 

better knowledge and understanding of multisource data applications, including three-dimensional 

imaging information such as cone-beam computed tomography images and digital dental models 

for multidisciplinary cases. In addition, artificial intelligence models and automated clinical 

decision systems are rising. The clinician needs to plan the treatment based on state-of-the-art 

diagnosis for better and more personalized treatment. This article aimed to review basic concepts 

and the current panorama of digital implant planning in orthodontics, with open-source and 

closed-source tools for assessing cone-beam computed images and digital dental models. The 

visualization and processing of the three-dimensional data allow better implant planning based on 

bone conditions, adjacent teeth and root positions, and the prognosis of the case. We showed that 

many tools for assessment, segmentation, and visualization of cone-beam computed tomographic 

images and digital dental models could facilitate the treatment planning of patients needing 

implants or space closure. The tools and approaches presented are toward personalized treatment 

and better prognosis, following the path to a more automated clinical decision system based 

on multisource three-dimensional data, artificial intelligence models, and digital planning. In 

summary, the orthodontist needs to analyze each patient individually and use different software or 
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tools that better fit their practice, allowing efficient treatment planning and satisfactory results with 

an adequate prognosis.

Keywords

Digital dentistry; CBCT; Digital dental models; Implant planning

1. Introduction

The combined orthodontic and prosthodontic therapy is a need that has always existed 

in clinical practice. The increasing number of adults seeking orthodontic treatment with 

periodontally compromised and missing tooth makes the combined treatment and synergism 

between the professionals a real need [1]. Therefore, it is important to not only diagnose 

the edentulous space but also to plan treatment based on the best evidence available 

and patients’ conditions. Two major approaches can be considered when planning for an 

edentulous space: 1) closing the space and 2) opening space for the implant and crown 

placement.

Treatment choice depends on the malocclusion, skeletal facial type, bone conditions, 

adjacent teeth conditions, and the patients’ choice. For implant restoration, clinicians should 

consider stress-reducing options, including a shorter cantilever, fewer offset loads to the 

buccal or lingual, number of implants, increased diameter of the implants, splint implant 

together, and optimal bone quality and quantity [2]. Ideally, all cases require a clear 

visualization of the results before the surgery is performed because failure of implants 

occurs in the range of 0% to 20% and is related to bone volume, density, and loading 

distribution [3].

For the reasons mentioned above, a complete assessment of the patient’s condition is 

necessary. Before, only two-dimensional examinations such as panoramic images (Fig. 

1A) were available to clinicians, limiting the capacity of the evaluation to only vertical 

and horizontal dimensions of the space while evaluating the edentulous area and planning 

implants [3]. However, with the advances in the engineering field and computational 

analysis, cone-beam computed tomography (Fig. 1B) and digital dental models (Fig. 1C) 

are the gold-standard imaging examinations for most patients undergoing orthodontics 

treatment combined with restorative approaches [4]. We are approaching big data era in 

dental medicine with the advances in mathematics, storage capacity, and data science 

fields [5,6]. The amount of information available has increased significantly in the last 

years, requiring powerful algorithms to process data and predict treatment, diagnosis, or 

prognosis. In the orthodontics and restorative field, researchers have been testing different 

machine learning models to segment cone beam computed tomography (CBCT) images 

for anatomical structures assessment, helping in the treatment decision making, based on 

previously treated patients and data [7–10].

This article aimed to provide insights into three-dimensional (3D) digital planning of 

implant placements, anatomical image segmentation, and visualization of CBCT images 

and digital dental models based on a narrative review of the current literature. We also 

Bianchi et al. Page 2

J World Fed Orthod. Author manuscript; available in PMC 2023 May 26.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



highlighted data science and artificial intelligence (AI) models to help clinicians and 

researchers better make decisions.

2. Image modalities and steps for processing

The images of choice for precise orthodontic and prosthodontic therapy are CBCT images 

and 3D digital dental models (intraoral scan). The first allows the clinicians to assess the 3D 

spatial position of adjacent dentition, including roots positions, bone quantity and quality, 

management of the space available, and creation of surgical guides for implant placement. 

In contrast, a digital dental model is a precise tool to assess the teeth’ surface with accuracy 

because x-rays produce image noise on the enamel region. For didactic purposes, the basic 

steps of a fully digital management of orthodontic and implant treatments can be divided 

into five, as follows:

1. Data acquisition: the digital dental model of the upper and lower dentition needs 

to be acquired either with an intraoral scanner or by digitalizing the plaster 

model; after the digitalization, the file in the format.stl (stereolithography) needs 

to be stored. The CBCT scan must also be acquired for the region of interest and 

the Dicom files stored.

2. Data and software processing: the .stl models and Dicom files must be imported 

into the software of choice, such as the 3Shape Implant Studio, Blue Sky Plan, 

3D Slicer, and others.

3. Data integration and planning: the two different imaging modalities need to be 

registered on each other using semiautomated or automated tools provided by the 

software; also, the bone can be segmented at this stage for visualization of the 

anatomy.

4. Selection of implant: at this stage, based on the integrated 3D image, bone 

available, anatomy, and orthodontic planning, the more suitable implant size and 

brand can be selected.

5. Surgical guide: at this stage, the surgical guide can be created and exported 

as .stl for future impressions into a 3D printer, which can be used during implant 

surgery.

2.1. CBCT image analysis: Visualization and planning of the edentulous space

For optimal use and measurement of x-ray–based imaging examinations, such as the 

CBCT, the inspection and assessment of each image slice (axial, coronal, and sagittal) are 

important, as seen in Fig. 2A. The 3D visualization clarifies the anatomical site conditions 

and adjacent teeth (Fig. 2B). Fig. 2 also shows the importance of visualization in cross-

sectional views and 3D rendering. The cross-sectional inspection allows us to obtain precise 

information on the height and width of the future implant space and the proximity to the 

maxillary sinus. In contrast, the direct 3D rendering gives a general perspective of the 

space available. But because of the technical limitation in the automatic rendering based 

on picking an arbitrary threshold of voxel values, below or above which all gray values 

are excluded. Therefore, it is commonly used for images with the highest density values 
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within a particular thickness, such as impacted teeth [11]. This is also illustrated in Fig. 1B, 

where the imaging methods such as rapid direct 3D rendering allow the assessment of the 

location of the impacted teeth and mandibular dentition evaluation more accurately than the 

panoramic x-ray (Fig. 1A).

2.2. Digital dental models and CBCT for assessment of roots and crown position—3D 
Digital Integration for implant planning

The use of intraoral and dental cast scanners is a routine in most practices for patients 

undergoing multidisciplinary treatment. The accuracy and reliability of using digital models 

are comparable to plaster models, with higher precision for measuring dental changes, arch 

changes, and available space [12,13]. Besides the bone conditions that need to be assessed, 

the position of the adjacent teeth roots for proper space management and implant planning 

are essential. Unfortunately, digital dental models cannot accurately provide this information 

because it only shows the crown position and gingival margins. However, our group has 

demonstrated that it is possible to calculate tooth crown/root movements with the 3D dental 

model [14]. Still, the implant surgery would need the exact position of the long axis to assess 

which type of implant should be chosen.

Fig. 3 shows an automated algorithm created using tools under development by the Dental 

and Craniofacial Bionetwork for Image Analysis - DCBIA laboratory [15,16]. The figure 

shows the segmentation of the roots based on AI approaches and crown segmentation 

from digital dental models. Still, the proper implant surgery would require integrating root 

information, crown, bone, and soft tissue conditions. Fig. 4 shows the 3D reconstructions of 

the bone, gum information, and teeth (crown and roots) in a fully integrated approach; Fig. 

4A shows the assessment of the available space, and Fig. 4B shows the available area for the 

implant placement simulation.

The advantages of using this fusion technique are to have a precise 3D model of the teeth 

crowns and space available in the arch, because with a CBCT image, because of the high 

density of the enamel and presence of artifacts such as metal restorations, the visualization, 

and rendering of the dentition is limited, not allowing an accurate implant planning of tooth 

movement. Current AI methods have tried to improve this limitation; however, there is still 

a need for improvement [17]. The integration and merging of CBCT with digital dental 

models is an approach that has been investigated and proven to be successful [18,19]. In 

addition, this approach allows for overcoming the challenges of proper segmentation of 

the crowns using information from the 3D dental models and not from CBCT images. In 

summary, Fig. 5 shows what would be an ideal assessment and workflow for implant surgery 

and orthodontic planning.

2.3. AI approaches and clinical decision systems

AI has become an important tool in dentistry. Because of the amount of clinical and imaging 

data that clinicians and researchers have available and the implementation of better data 

science approaches, the decision-making process can be facilitated by trained algorithms. 

In addition, clinical decision support systems have been incorporating knowledge with 

patient-specific data to serve clinicians with tools that enhance this process [7,20]. Pareek 
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et al. [21] reported that almost 4000 dental implants are marketed worldwide, with varying 

treatment techniques and structures. Therefore, knowing which one is better applicable to 

a specific patient, based on their condition, is primordial for success. In this field, AI can 

help the computer-aided design/computer-aided manufacturing, and panoramic radiographs 

classify the implant structure, and the AI approaches can help the dentist recognize and rank 

the implants, avoiding complications.

Researchers have also focused on detecting dental implant failures and fractures using 

AI methods. In 2020, Lee et al. [22] evaluated the reliability of three deep convolutional 

neural networks (VGGNet-19, GoogLeNet Inception-v3, and automated DCNN) for the 

classification of fractured dental implants in panoramic and periapical rays. They used a 

database with 21,398 fractured implants and found that the AI approaches had acceptable 

accuracy in the detection and classification of fractured implants, with the best performance 

obtained while using periapical radiographic images alone (automated DCNN with an area 

under the curve of 0.984).

AI can also assess the shape of the definitive monolithic zirconia restorations because they 

cannot be retouched in the mouth. Therefore, Lerner et al. [10] have demonstrated digital 

dental models and machine learning in fixed implant prosthodontics. The author used a fully 

digital protocol using AI, which allowed the successful restoration of single locking-taper 

implants with monolithic zirconia restorations, and they stated that the marginal adaptation, 

quality of interproximal and occlusal contacts, and aesthetic integration were excellent.

3. Clinical cases and clinical applications

3.1. Case 1—Guided implant surgery in a prosthodontics treatment planning

Fig. 6 shows a prosthodontics case and treatment planning with a digital setup (Integrating 

Digital Surface Scanners and CBCT Images) for a patient where the inferior lower right 

incisor is compromised because of periodontal health. In this report, the software 3Shape 

Implant Studio software (3Shape) was used to integrate CBCT images and digital dental 

models to create the implant surgical guide. This software allows the clinician to incorporate 

the CBCT image and intra oral-scan for decision making based on the quantity of bone 

available and prosthetic space available for the future crown. The first step is to perform 

an intraoral scanner of the patient to obtain the digital dental model and take a CBCT 

examination, having access to the Dicom files. Then, the 3D.stls (stereolithography) models 

of the upper and lower dentition and the Dicom files (CBCT) are imported into the software. 

A semi-automatic approach allows the registration of both image modalities, and a library 

containing prosthetic component information can be used to select the more accurate 

implant. Ultimately, the surgical guide can be virtually fabricated and sent to 3D impression. 

Fig. 7 shows the final implant and components using the patient dentition data (.stl models) 

and bone anatomy (CBCT image).
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3.2. Case 2—Orthodontic and restorative planning: minimizing the number of implants 
using optimal biomechanics and digital diagnosis

Figs. 8 and 9 illustrate a patient that had orthodontic treatment and implant surgery at 

the University of the Pacific—Orthodontics Department. The 38-year-old female patient 

was diagnosed with canine Class l on the right side, full cusp Class II on the left, lower 

midline deviation to the left, moderate to severe crowding in the upper and lower arches, 

and missing lower first molars bilateral, upper right first and second premolar, and upper 

left first premolar. Her chief complaint was the edentulous spaces, and her general dentist 

recommended an orthodontic consultation before her restorative treatment planning. The 

initial lateral cephalogram and panoramic image were generated from the CBCT and are 

shown in Fig. 10. The treatment proposed was to reduce the number of implants by 

retracting the laterals and canines into the first premolar space with moderate anchorage, 

maintaining the right maxillary second premolar, upright the mandibular second and third 

molars, close the first molar spaces, and achieving a full cusp Cl II molar and Cl I 

canine relationship bilaterally. This proposed plan allows the patient to have only a single 

implant in the first right upper premolar region. The pre-adjusted 0.022 × 0.028” MBT 

prescription fixed appliance (Victory, 3M Unitek) was used. Fig. 9A shows the progress 

in the orthodontic treatment. TADs (1.4 mm diameter, 6 mm length, Vector, Ormco) were 

used to minimize the side effects of the continuous archwire in the lower dentition that was 

used to upright the lower molars and to close the space without losing anterior anchorage, 

and gable bends were added to promote mesial root tip of the second molars in the 0.017 

× 0.025” SS archwire. In the upper arch, the sequence progressed from 0.016 × 0.022” 

NiTi to 0.019 × 0.025” NiTi to 0.019 × 0.025” TMA. The spaces were closed by sliding 

mechanics except for the upper right second premolar, which was maintained, and the space 

was adequate for an implant. Fig. 9B shows the final results after single implant placement, 

and Fig. 11 shows the lateral cephalogram, panoramic image, and cephalometric tracing 

immediately after treatment.

3.3. Case 3—Orthodontic planning using digital tools for orthodontics and implant space 
treatment simulation

A 17-year-old male patient presented to the University of the Pacific - Orthodontics 

clinic with the chief complaint of retained deciduous mandibular and maxillary molars 

and impacted upper second premolars. In addition, he had the absence of the lower 

second premolar, requiring detailed treatment planning to address his condition (Fig. 12A). 

Therefore, a virtual setup was performed using the software Archform and ClinCheck. Fig. 

12B shows his initial digital models, and Fig. 12C shows his CBCT images for assessing 

the conditions of the lower deciduous molar. Because the patient’s guardian refuses to 

extract the second upper premolar, the two main treatments proposed were as follows: 1) 

orthodontic traction of the impacted upper second premolars and maintenance of the lower 

space for future implant in the deciduous molar region or 2) orthodontic premolar traction of 

the impacted upper second premolars and maintenance of the space for future implant in the 

lower deciduous molar region. Next, a virtual simulation was performed with two different 

software: Archform (Fig. 12E) and ClinCheck (Fig. 12D). This setup allowed us to see that 

the maintenance of space was an appropriate choice because of the occlusion of the second 

upper molar.
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4. Discussion

The digitalization of treatments is rising in orthodontics and prosthodontics with AI 

approaches. Especially with the use of aligners, digital dental models, and more access 

to CBCT images, better and more personalized treatment planning is possible. In a recent 

publication, Shroff et al. [1] showed two case reports using a digital workflow with virtual 

orthodontic planning and the design of surgical guides for implant placement. As the main 

advantages of using digital aligner therapy, they cited the possibility of using a 3D setup 

and accurate planning of the final tooth position, simulation of orthodontic movement, and 

space creation for the implant; but the disadvantages are the relatively high cost compared 

with fixed appliances and the need for patient cooperation while using the aligners. In 

comparison, we also showed in the current study that the simulation of tooth movement 

could be done without the need for aligner therapy. Fig. 12D and 12E show a virtual setup 

with the purpose of treatment planning only, where the patient received fixed appliances but 

had the digital setup for a better prediction of the occlusion after closing the implant space 

(Fig. 12D) or implant space maintenance (Fig. 12E).

It is important to highlight the multidisciplinary aspects of or thodontics and implant 

treatment involving specialties such as periodontics, dental implant, orthodontics, and 

prosthodontics. Blasi et al. [23] presented the digital preorthodontic implant placement, 

showing the steps for a fully digitized treatment using digital bracket placement and guided 

surgeries for periodontics and implant purposes. In addition, Tarraf et al. [24], in 2018, 

pointed out that digital technology has a great impact in the medical and dental field, 

allowing personalized and better treatment options with computer-aided design/computer-

aided manufacturing techniques, indirect bonding trays, customized wires, and even remote 

monitoring of treatment. The authors also showed the integration of 3D photos and facial 

scans in treatment planning.

Overall, the digital combined orthodontics and implant surgery is an emerging and needed 

tool. This approach allows for better and more robust treatment planning, with fewer 

variables and more predictability. This was also demonstrated by Spalthoff et al. [25], 

who evaluated the efficiency of a digital workflow of prosthetic teeth positioning between 

virtual standard-sized digitally constructed and conventional dental laboratory-fabricated 

prostheses. They found that the digital workflow provided accurate final results.

5. Conclusion

Combining multisource images such as CBCT and 3D digital dental models is essential 

for proper planning and managing implant surgery combined with orthodontic treatment. 

In addition, the use of data science approaches, advances in the image analysis field, and 

new AI approaches are becoming more popular among clinicians because of translational 

research and software availability. Therefore, better and more personalized treatment can be 

available, helping the clinical decision making and the prognosis.
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Fig. 1. 
Example of patient’s digital records. (A) Panoramic image; (B) Cone beam computed 

tomography 3D rendering; (C) Digital dental model from an intraoral scanner.
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Fig. 2. 
CBCT examination of a patient in preparation for implant placement in the first premolar 

region. (A) Sagittal slices show the extension of the implant area. (B) 3D rendering showing 

the maxilla, mandible, and adjacent teeth using Invivo software (V 6.5.0).
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Fig. 3. 
3D visualization of the crown and roots position using a digital dental model and CBCT 

segmentation images.
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Fig. 4. 
Multisource images for implant planning using CBCT and digital dental models. (A) 

Visualization of the space available and adjacent teeth long axis. (B) Implant simulation.

Bianchi et al. Page 13

J World Fed Orthod. Author manuscript; available in PMC 2023 May 26.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Fig. 5. 
Digital 3D workflow for implant surgery simulation.
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Fig. 6. 
Patient data imported to the software for implant planning (3shape implant studio). (A) 

Visualization of the CBCT reconstruction; (B) creation of the surgical guide.
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Fig. 7. 
Implant components were planned into the 3shape implant studio. Design of the implant 

based on the anatomy of the bone and dentition.
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Fig. 8. 
CBCT 3D rendering of a patient needing an implant. The image allows the visualization of 

the treatment choice and planning of the biomechanics.
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Fig. 9. 
Clinical case showing a patient that had orthodontic combined with surgery for the implant 

of the upper right premolar. (A) Initial, progress, and final photos of the orthodontics 

treatment. Most spaces were closed, and only one implant was planned. (B) Implant x-rays 

and final photos after the implant surgery.
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Fig. 10. 
Initial treatment records. (A) Pretreatment lateral cephalogram, (B) lateral cephalometric 

tracing, and (C) panoramic image.
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Fig. 11. 
Final treatment records. (A) Final treatment lateral cephalogram, (B) lateral cephalometric 

tracing, and (C) panoramic image.
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Fig. 12. 
Simulation of treatment in a patient with the presence of bilateral molar deciduous and 

congenital absence of bilateral lower second premolars. (A) Intraoral photos; (B) digital 

models; (C) CBCT 3D rendering; (D) simulation of treatment with the closure of the spaces; 

and (E) simulation of treatment with preservation of the space for implant planning.
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